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Abstract

This paper presents a novel pedagogical framework for constructing full, editable cinematic
scenes from a single starting image using Al video generators. Current Al tools typically limit
clip duration, hindering narrative construction. The “Master Image Method” overcomes this
by establishing one static master image (e.g., a two-shot) as the consistent visual anchor. By re-
peatedly returning to this source image to generate every new angle (master sequence, medium
shots, close-ups), filmmakers can ensure perfect continuity of character features, wardrobe, and
location. This technique simplifies the prompting process, shifting the focus from visual de-
scription to camera direction and dialogue performance. This paper details the step-by-step
workflow, designed for film and editing courses, and addresses key practical challenges, such
as AI’s common spatial confusion with directional commands (e.g., “left” vs. “right”).

1 Introduction

The proliferation of Al video generation tools (e.g., Runway ML, Kling Al, Google Veo) offers
revolutionary potential for filmmakers. However, this potential is constrained by short clip lengths
(often 5-10 seconds), making the creation of sustained, editable scenes a significant challenge.
This paper introduces a systematic workflow, The ‘“Master Image Method,” developed to bridge
this gap.

This method transforms a single Al-generated still image into a complete, multi-angle scene
with full cinematic coverage. The core principle is the repeated use of the original master image
as the visual starting point for every shot in the scene. This elegant solution solves one of Al’s
biggest problems: visual inconsistency. By anchoring every generation to the same source, the Al
inherently maintains continuity in faces, clothing, and setting.

This framework moves beyond simple “clip chaining” and teaches students a professional,
virtual production workflow. It allows them to build an entire film from one image, focusing their
creative energy on shot selection, camera movement, and performance, just as they would on a real
set.



2 Methodology: The '""Master Image'' Workflow

This workflow is built on one foundational principle: Do not chain angles. Always return to the
source.

2.1

2.2

Prerequisites

The Master Image: A single, high-quality, Al-generated still image. This should be a wide
or medium-wide shot that establishes all key characters and their spatial relationship (e.g.,
“Cinematic wide shot, two adults on a park bench at sunset”).

The Script: A script broken into short segments (1-2 lines of dialogue) that fit within the
AT’s time limit (e.g., 7 seconds).

Al Tool: An image-to-video generator that accepts an image and a text prompt.

Editing Software: (e.g., Premiere, DaVinci Resolve) for final assembly.

Step 1: Generate the Master Shot Sequence

This sequence provides the full scene in a wide shot.
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Input: Use the Master Image.

Prompt (Segment 1): Prompt for the first segment of dialogue. Example: “From this image,
Character A says, 'l think we need to talk. Character B responds, "What’s wrong?’ Lip-sync,
keep camera static.”

Chain the Master: Export the last frame of this first clip.
Input: Use the new last frame.

Prompt (Segment 2): Prompt for the next dialogue segment. Example: “Continuing from
this frame, Character A says, 'I’m breaking up with you.” Keep camera static.”

Repeat: Continue this “chaining” process (last frame becomes next input) until the entire
master shot sequence is complete.

Step 2: Generate Angle 2 (e.g., Over-the-Shoulder on Character B)

This is the critical step. Do NOT use a frame from Step 1.

Input: Return to the original Master Image.

Prompt (Segment 1): Prompt for the new camera angle and the first dialogue segment.
Example: “From this original image, smoothly move the camera to an over-the-shoulder
shot on Character B. Character A says, 'l think we need to talk.” Character B responds,
"What’s wrong?”’.



Chain this Angle: Export the last frame of this new clip.

Input: Use the last frame from this new angle.

Prompt (Segment 2): Prompt for the next dialogue segment, maintaining the new angle.
Example: “Continuing from this over-the-shoulder frame, Character A says, 'I'm breaking
up with you.” Hold this shot.”

Repeat: Chain this angle’s sequence to its completion. You now have a full-length medium
shot on Character B.

2.4 Step 3: Generate Angle 3 (e.g., Close-Up on Character A)

* Input: Return again to the original Master Image.

* Prompt (Segment 1): Prompt for the new camera angle and the first dialogue segment.
Example: “From this original image, push in to a tight close-up on Character A’s face.
Character A says, 'l think we need to talk.’ Show their reaction to B’s off-screen line.”

* Chain this Angle: Continue the chaining process (last frame to next input) for this close-up
angle until the scene is complete.

2.5 Step 4: Assembly

Import all generated sequences (Master, OTS-B, CU-A, etc.) into an editing timeline. Because
they were all generated from the same script segments, the dialogue will provide natural sync
points. The editor can now cut between the angles, using the master to establish geography and the
close-ups for emotional impact, just as in traditional filmmaking.

3 Key Advantages and Challenges

3.1 Simplified Prompting and Visual Consistency

The primary advantage of this method is the elimination of “prompt drift.” By starting each new
angle from the same visual source, the Al has no opportunity to “hallucinate” or alter character
faces, wardrobe, or lighting. The prompt for Step 2 and 3 does not need to say “man in blue
shirt” or “woman in red dress”; the image guarantees this. The only variables that require careful
prompting are:

* Camera Movement: The instruction to move from the wide shot to the new angle.

* Voice Performance: Describing the tone and cadence of the dialogue (e.g., “Character A
speaks in a deep, steady male voice”).



3.2 Practical Challenge: AI Spatial Ambiguity

A significant practical challenge discovered during implementation is the AI’s poor understanding
of relative spatial commands.

* The Problem: When prompting for an over-the-shoulder shot, commands like “Move to an
over-the-shoulder shot on the left” or “pan right to a close-up” are frequently misinterpreted.
The Al often confuses “left” and “right” or camera-relative vs. scene-relative directions.

* The Solution: Prompts must be descriptive and unambiguous, avoiding simple “left/right”
commands.

— Bad Prompt: “Move over the left shoulder.”

— Good Prompt: “Move the camera to a new position: behind Character A, looking
over Character A’s right shoulder to frame Character B’s face.”

— Alternative: “From this image, re-frame to a medium shot of Character B. Character
A’s shoulder should be in the foreground.”

4 Conclusion

The “Master Image Method” is a robust and scalable workflow that empowers student and indepen-
dent filmmakers to create entire films from a single image. It leverages Al tools while reinforcing
traditional cinematic principles of coverage and editing. By anchoring all shots to one source
image, it solves the critical issue of visual continuity and simplifies the creative process. This ap-
proach moves Al filmmaking from a technical novelty to a viable, teachable art form, paving the
way for a new generation of digital storytellers.



